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ABSTRACT 

 
Artificial intelligence is developing at a breakneck pace, and its combination with automation has begun to transform 

the corporate environment. Businesses are concentrating on employing current AI in conjunction with automated procedures to 

achieve unprecedented levels of productivity and quality. The revolutionary impact of AI-driven reporting for test automation is 

explored in this research study. By using artificial intelligence, we enable test automation to provide useful insights in addition to 

problem detection. Every day, enormous volumes of data are produced from several sources, which must be properly tracked, 

analysed, reported on, and used to guide action. With the development of more sophisticated software programs, time is 

becoming a crucial consideration in the deployment of applications that need to be thoroughly tested and adhere to business 

requirements. AI is essential to software testing because it can provide faster and more reliable findings. These malfunctions 

may be hazardous and often happen during testing. Understanding component behaviour is essential for putting into practice 

effective defences against failure. While it is currently difficult to predict random component failures, artificial intelligence (AI) 

enables predictive failure simulation by intelligently simulating real-world conditions. Failure prediction is then possible by 

comparing simulated component behaviour with actual data, which is useful for maintenance and spare provisioning plans. As 

AI technology in automotive systems continues to advance, it is becoming increasingly important to address current issues and 

prevent future failures. Virtual reality and preventive maintenance are essential for understanding system behaviour and 

preventing failures. 

 

Keywords- Artificial Intelligence, Component Behaviour, Software Applications, Test Automation, Smart Manufacturing, 

Machine Learning, Software Testing, AI Industry. 

 

 

 

I. INTRODUCTION 
 

Artificial intelligence has begun to play a number of functions in the applications that surround us and will soon 

play a crucial role in our daily lives and society [1]. According to Oxford, artificial intelligence is: 

 

“The theory and creation of computer systems that can carry out tasks that typically require human intelligence, like 

speech recognition, visual perception, decision-making, and language translation”.  

 

Natural Language Processing (NLP), machine learning, deep learning, expert systems, and other concepts are the 

main tenets of artificial intelligence. [1, 2]. AI encompasses a wide range of topics, including intelligent systems, data 

analysis, prediction, and decision-making. Recent years have seen significant advancements in a number of industries, 

particularly the robotics industry, thanks to machine learning, deep learning, natural language processing, and related 

algorithms and methods [2, 3]. Machines have surpassed humans in spoken orders, information evaluation, picture 

recognition, driving, data analysis, and gaming [3, 4]. 

The need to develop advanced materials with outstanding properties is growing, and this calls for a significant 

investment when conducting studies [3, 4]. The development process is still primarily carried out by skilled and trained 

scientists in a structured laboratory setting, a paradigm that has not changed much over the past few decades. Despite being 

guided by explicit physical rules and domain knowledge, [3, 4], this process is still trial-and-error, which is very time-
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 consuming and laborious [4]. For instance, Thomas Edison and his colleagues screened from about 6000 materials to find 

the ideal catalyst for ammonia synthesis, which was done in the early 20th century [4, 5].  

Furthermore, needless human inputs may result in reproducibility issues and inadvertent bias. Due to these 

problems and difficulties, the rate of development significantly lags behind what manufacturers and customers, who must 

contend with a complex and unstable market, require [4, 5]. Therefore, a pressing objective in the sector is to transform the 

present research paradigm into a new one for faster material development. There has been a lot of interest in experimental 

automation for automatically choosing applicants with the use of sophisticated scientific tools and statistical methodologies 

[4, 5]. Both academia and business have embraced it, particularly in the fields of organic chemistry and pharmaceuticals [4, 

5]. Automation, which excels at completing repetitive activities, may significantly boost the volume of materials and 

compounds under study. Additionally, it relieves the researchers of monotonous and repetitive activities, enabling them to 

explore more difficult and inventive issues than previously possible [5, 6]. However, there are still several obstacles in the 

way of advancing automation to a more autonomous state [5]. The analysis of large characterization data from microscopy 

and spectroscopy is first slower than the rate of data collection [6].  

Second, the exploration efficiency is definitely reduced by a large reliance on specialists to optimize vast reactions 

and chemical spaces [7, 8]. Based on the findings from the previous iteration, a fresh set of reaction and chemicals spaces 

should be chosen for each iteration of the experiment. Researchers still make this choice in a typical automated setting, 

which might lead to bias and mistakes [7, 8]. Third, because the exploration space is so large and high-dimensional, it is 

still not feasible or feasible for automated robots to list every combination because doing so would produce too much data 

to process in order to determine the relationship between synthesis, structure, and property [8]. Therefore, the foundation 

for creating an Autonomous Experiments Platform (AEP) is the necessity for intelligent analysis and decision-making of 

data algorithms to drive autonomous experiments [7]. 

In today's dynamic and fast-paced software development environment, the quest for quality assurance excellence 

is unrelenting [7, 8]. Test automation has emerged as a crucial component of the life cycle of software development. As 

companies work to provide their consumers with high-quality software products [8]. Software dependability is ensured by 

automation, which speeds up testing, decreases the demand for human labour, and improves the effectiveness of fault 

discovery [8, 9]. However, test automation's importance extends beyond just writing and running test scripts. The reporting 

step of automation of testing, which is often disregarded and undervalued, is essential to determining the calibre of 

software products [9, 10].  

Test reporting has historically been a labour-intensive procedure that is prone to mistakes and has a limited 

capacity to provide useful insights [10]. This study explores how Artificial Intelligence (AI) is revolutionizing the 

reporting component of test automation. AI has completely changed how test results are handled and displayed because of 

its capacity to quickly analyse enormous amounts of data and derive insightful information [10]. Software testing 

procedures might be redefined by intelligent reporting in the new age brought about by the confluence of AI and test 

automated [11]. 

AI in Automated Testing Artificial Intelligence (AI) has become a trailblazing force in the constantly changing 

fields of software creation and quality assurance, changing the test automation environment. Innovative and revolutionary 

methods for software testing and validation have emerged as a result of the combination of AI with automation of testing 

[11]. Scripts and test cases that mimic user interactions with a software program are created as part of traditional test 

automation. To find flaws and guarantee the software's quality, these programs are run periodically. However, AI adds a 

whole new dimension to this process, with several benefits [11,12]:  

1. Augmented Test Script Generation: AI algorithms may automatically generate test scripts by analysing application 

properties [11], which drastically cuts down on the time and investment needed to create and maintain test cases. 

2. Self-repairing Test Automation: This reduces the amount of labour needed for maintenance since AI-powered 

automation frameworks may automatically adjust test scripts to incorporate updates in response to changes in the program 

[11,12].  

3. Enhanced Test Data Management: Without human assistance, AI can create and maintain test data, guaranteeing 

thorough test coverage [12].  

4. Intelligent Test Execution: Test cases may be ranked by AI algorithms according to use patterns, risk, or historical 

defect data [12, 13]. Better test coverage and shorter execution times are the outcomes of this enhancement.  

5. Dynamic Test Reporting: Intelligent test analytics and reporting are made possible by AI, which offers insightful 

information about test outcomes, flaws, and quality trends [13].  

6. Predictive Analysis: AI is able to anticipate such problems by analysing past data and identifying trends that might 

result in flaws [13]. This proactive approach to risk reduction helps to avert future issues [13].  

7. Real-time Testing: AI makes it possible for continuous testing and real-time monitoring, guaranteeing that software 

quality is maintained throughout the development lifecycle.  

There are many obstacles to overcome when integrating AI into test automation, such as the need for large 

amounts of training data, moral dilemmas, and the possibility of bias in AI systems [13]. However, AI has an opportunity 

to greatly improve test automation's efficacy, accuracy, and efficiency when used properly [13, 14]. 
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 This paper illustrates the use of artificial intelligence to failure prediction in automotive applications. On-site 

testing costs automakers a lot of time and money, but AI allows us to leverage data that is already available to anticipate 

and stop problems [14]. This may speed up the development cycle and save time. Early in-field assessment and the 

laborious creation of diagnostic models may be avoided with the use of advanced diagnostic procedures. AI forecasts may 

also assist engineers in resolving issues or averting failures in the future [14, 15]. 

 

 
Figure. 1 AI in Automotive Industry. [15] 

 

Artificial intelligence is now being employed extensively in a broad range of corporate domains and sectors, 

including manufacturing, healthcare, finance, legal, [15], education, and more. Physicians may now identify illnesses more 

quickly thanks to machine learning [15, 16]. Chatbots and other applications are assisting patients with the invoicing 

process and helping clients make appointments. AI has applications in education, including automatic grading, learning 

assistance, and helping students remain on course [16]. Artificial intelligence (AI) has made it simpler for attorneys to 

efficiently and precisely review thousands of huge legal papers, which is often a very laborious task. Manufacturing is now 

easier and more efficient than it was a few years ago thanks to industrial robots [16, 17]. 

1.1 Concept of Automation 

Over the last ten years, automation has become more prevalent in an effort to save time and people. A system that 

was constructed by merging man and machine has been superseded by a system of computers and machines due to 

automation [17]. The use of automation in many sectors has improved the efficiency of very demanding and repetitive 

activities while also raising the quality of the final output. Automation comes in many forms, but some of the more 

common ones are listed here: 

1. Numerical Control: Glass cutting, 3D printing, drills, and other devices that are designed to perform repetitive 

operations are included in this category [15] [15, 16].  

2. Computer-aided Manufacturing (CAM): Examples of the computer software used for this process of automation 

include computer-aided design (CAD) [16], computer-aided design and drawing, and others [16, 17].  

3. Flexible Manufacturing Systems (FMS): Robots and other cutting-edge automation technologies are used in this 

complex automation system to provide consumers freedom and customisation [17, 18].  

4. Industrial Robot: Robots that can be controlled and controlled in any number of axes are utilized for tasks including 

welding, assembling, and material handling [17, 18].  

1.2 Differences between Artificial Intelligence (AI) and Automation 

It's crucial to recognize that these phrases are often used interchangeably in everyday speech before delving into 

artificial intelligence in automation [18, 19]. They are linked to software or hardware robots as well as other devices that 

make our jobs easier and more productive. Mechanical chores like assembling an automobile or sending a follow-up email 

the day after discovering that your client hasn't finished their transaction are examples of this [19,20]. However, 

individuals are unaware of the significant distinctions between these two [19, 20]. These variations reflect the two systems' 

varying levels of complexity. These are the distinctions:  

5. Terms of Difference: Automation is essentially the creation of technology or software that can do tasks automatically 

and without the need for human interaction [20, 21]. In contrast, artificial intelligence is a scientific and engineering field 

that deals with creating intelligent machines [20, 21]. Making robots resemble or even seek to surpass human intellect and 

behaviour is the goal of artificial intelligence [20, 21].  

6. Data: Artificial intelligence may or may not be the foundation of automation. Between the first and third industrial 

revolutions, automation as a whole developed into its present state [21, 22]. Automatic testing, mechanical labour, control 

systems, computers, and operational equipment are all used in the manufacturing process. Explicit programs and rules are 

used to bind all forms of automation that have appeared all around us [22, 23]. Powering it up with data is all that is 

required to guarantee that the same thing turns into an AI. Large amounts of data must be entered into the program, such as 
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 when employing neural networks, graphs, and deep machine learning. Your ability to create your system stimulation like a 

person will undoubtedly depend on your degree of coding. However, you will probably be teaching the methodology all 

you already know [23]. If it's automated, sensor readings will make it simple for you to know the output. However, like 

with the human brain, there is always some degree of ambiguity in the case of AI [23, 24].  

7. Purpose: Repeated chores may be completed via automation. This gives individuals more time to work on more 

significant tasks that call for reasoned analysis and judgment. As a result, everything is more economical and efficient [24]. 

In addition to looking for patterns, artificial intelligence is built to learn through experience so that it can choose the best 

course of action for any given circumstance [24, 25]. 

1.3 Background and significance 

High-stakes situations, such as motor racing, need fail-operational systems. They are essential to achieve 

Automated SAE level 3 or above system and guarantee functioning even in the event of faults. To ensure road user safety, 

it is necessary to evaluate their capabilities and practicality. To avoid unexpected or undesirable behaviour, safety 

assurance via AI system assessment and verification is required [24, 25]. Machine intelligence will probably be included 

into fail-operational vehicle systems in order to handle malfunctions and guarantee safe operation. For future fail-

operational systems, it is essential to comprehend how AI will affect system safety in the long run [22]. 

1.4 Problem statement  

  Accidents involving vehicles may result in delays in transit, property damage, and fatalities. Mechanical failures 

may be avoided with the use of accident data analysis. Failure analysis has improved due to advancements in computer 

technology [24]. Communication will be used by future autonomous roadways to gather information about system health 

and avoid collisions. AI systems are more effective at validating designs and anticipating faults [22]. AI is vital to 

autonomous cars, particularly in high-stakes situations when system dependability is critical [24]. This study investigates 

how artificial intelligence (AI) might enhance the prediction and prevention of malfunctions in systems in off-road 

situations involving large machines. It offers guidance for future AI studies in this area [24]. 

1.5 Objectives of the research  

  Empirical proof of enhanced failure prediction and prevention is essential for the development of AI for 

functional safety. By lowering failure rates, the study seeks to evaluate AI's potential and reap its advantages [24]. Failure 

data from the past and present will highlight situations that need better prediction and preventive techniques. The influence 

on safety systems will be assessed by simulations, which will also ascertain the likelihood and severity of the ensuing 

failures. Improved safety is shown by a successful decrease in ASIL-level failures [24, 25]. 

 

II. LITERATURE REVIEW 
 

The literature review is the second part of any investigation. Whether either secondary or primary sources were 

utilized as references for the research will be explained in this section. This section will outline the most recent artificial 

intelligence resources and strategies for resolving issues in the automotive sector, including car breakdowns [22] [25]. This 

section has three subheadings. An introduction to AI in the automobile sector is given in the first. The second section 

discusses earlier research on anticipating and averting car breakdowns, and the last subheading will go over the 

shortcomings and inadequacies in those earlier studies. The advantages and disadvantages of using AI as a way to resolve 

issues in the automotive sector, particularly in relation to cars, are mainly covered in this section [22]. Comparing different 

algorithms with information from vehicle logs is one of the most important techniques in this part [24]. 

 

 
Figure. 2 The connection between AI, ML, DL, and XAI. [25] 
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 2.1 Overview of Artificial Intelligence in the Automotive Industry  

As technology has advanced from mechanical parts to systems that are embedded, the car sector has embraced it. 

With telematics, navigation, and safety features, electronics integration has completely changed car design [25]. Advanced 

Driving Assistance Systems (ADAS) integration is the next step for more efficient, safe, and pleasant [25] transportation. 

These artificial intelligence-based devices sense their surroundings and react appropriately by using machine instruction 

and decision-making algorithms. SIRAMES [25] was one effort that aimed to create an intelligent data collection recorder 

and learn from actual incidents. 

 

 
Figure. 3 Difficulties with AI Implementation in the Automobile Sector. [25] 

 

2.2 Previous studies on predicting and preventing automotive failures  

Understanding automobile breakdowns and prevention is the focus of several research. To find failure trends, 

some look on certain parts like airbags, brakes, or tires [25]. For example, one research that examined tire import data 

came to the conclusion that failure is influenced by the kind of tire, the country of manufacturing, and the state of the road 

[24, 25]. The impacts of brake pad outgassing on brake fade were examined in a recent research, however no particular 

mechanisms could be identified. In order to find trends in injuries, another research examined side impact collisions [25]. 

Nonetheless, a thorough approach is required by the research community to address malfunctions in any automobile's 

systems [26]. 

 
Figure. 4 Predictive Maintenance. [26] 

 

III. METHODOLOGY 
 

It is well recognized that methodological rigor is crucial in AI research since inflated claims and unexpected 

findings may damage credibility [27]. Using a dynamic model that represents deterioration and failure-generated data for 

ordering sequence classification, this study examines the interaction of machine learning techniques for prognosis 

remaining practical life assessment of engineering systems. For prognostic and diagnostic tasks, several machine learning 

approaches were contrasted [27, 28]. 
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Figure. 5 Analysis & Methodology. [29] 

 

3.1 Data Collection and Analysis  

  Data may be gathered using logging equipment in the field or in a lab. In the latter instance, the vehicle has to 

depict the finished item, and the logging apparatus shouldn't interfere with normal business operations. Multiple logging 

devices may link and obtain data from control system characteristics thanks to in-vehicle networking technology [29, 30]. 

AI is helpful for comprehending the behaviour of complex systems [30, 31], and data analysis entails correlating many data 

sets to identify links or patterns [30]. To concentrate investigation on certain automobile problems or situations, scenario 

partitioning is used [31, 32]. 

3.2 Artificial Intelligence Techniques and Algorithms Used  

By simulating human emotions, artificial intelligence in affective computing seeks to enhance the system. As a 

co-pilot, it communicates with the pilot and avionics system to facilitate autonomous decision-making and collaboration 

[32]. Real-time emotional state recognition and interpretation by the AI enables the pilot to match its aims with its 

decision-making objectives. Language through the body and physiological indicators may be used to gather information on 

the pilot's emotional state using a variety of AI methods and algorithms [32, 33]. ANNS and an affective interpretation are 

used to map this data to an emotional state. The AI's The method of decision-making may be represented as a decision tree, 

which is searched using methods such as these. After making a choice, the AI adjusts its behaviour via the affective tutor to 

help the aircraft return to making decisions on its own [22].  

3.3 Ethical Considerations  

The essay addresses the human cost of failure, the difficulty of valuing human life, and the prediction and 

prevention of AI system failures in high-stakes situations. Despite AI's limitations in decision-making, research into 

medical and care robotics can greatly enhance quality of life; however, decision-making should be selective, with online 

simulation for reversible decisions and offline testing for high-risk scenarios [24, 26]. Future developments should involve 

consultations with healthcare providers involved with decision-making. 

 

IV. FINDING AND DISCUSSION 
 

Key results of the study indicate that AI is a useful tool for anticipating and averting errors in high-stakes 

situations [26, 29]. AI can identify irregularities and successfully forecast failures by classifying a system's present state 

using learning algorithms and comparing it to known states. With a confidence level of 0.7, AI accurately anticipated 

catastrophic failures 68% of the time and sent failure warnings 6.8% of the time beforehand in a spaceship propulsion 

system research [29, 30]. Through constant monitoring and early warning, AI monitoring and diagnostic instruments 

successfully lower the risk of catastrophic breakdowns. Compared to conventional diagnostic techniques, it may also 

identify the underlying cause of as failures, sparing time and money [22]. 

4.1 Analysis of collected data  

To a certain degree, artificial intelligence can forecast system breakdowns. Current approaches are mostly 

reactive, with maintenance carried out after failure, according to an interview with specialists in the aviation sector. 

However, in certain cases, replacing previous malfunctioning components may avoid particular problems [21]. It is a 

question of chance to predict when a component on a certain aircraft would fail [21, 23]. Though it does not yet 

differentiate between various hydraulic systems components, AI-based prediction is perfect for this probability-based 

approach [23]. Preventive maintenance activities would benefit greatly from AI prediction. Predicted problems have 

occurred as a consequence of prior mistakes in preventative maintenance choices. 

 

Table 1 Quantitative & Qualitative Data Collection Methods. [23] 

Quantitative Data Collection Methods  Qualitative Data Collection Methods  

Techniques that are more structured and fixed Unstructured or semi-structured methods 
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 Test-based or instrument-based Not based on tests or equipment 

Number-based information gathering Text-based information gathering 

Usually measurable  Typically not quantifiable 

Used for statistical testing For statistical tests, it is not used. 

Typically, a large sample size Typically, a small sample size 

Strong scientific control among employees lacks robust scientific oversight 

Typically, data types are interval or rational.   Typically, data is nominal or ordinal. 

There are closed-ended questions on interview forms. Open-ended questions are a feature of interview formats. 

 

4.2 Effectiveness of artificial intelligence in predicting and preventing failures  

Failure prediction and prevention in high-stakes situations is difficult and requires expertise from a variety of 

sources [23]. Information is integrated by AI and diagnostic systems to enable well-informed decision-making. They are 

able to anticipate failures and learn typical behaviour. AI anticipates component failure and takes preventive measures in 

vehicle problems [22, 23]. The optimal course of action is decided by search algorithms. However, in high-stakes 

situations, autonomously AI is often only seldom trusted [23]. 

4.3 Comparison of different AI techniques and algorithms  

  In the current level of data mining, knowledge must be codified by human operators in order to take precautionary 

action. Created a domain-driven data mining technique based on operator knowledge. The knowledge is encoded as a 

model via the interaction between the operator and the algorithm [23]. A case study demonstrates how an AI helped an 

operator identify previously unidentified data trends, averting errors. Another research used AI to create a health 

monitoring and prognostics system that helps keep automobile systems from failing. To compare various AI approaches, 

further investigation is required. This demonstrates the field's capacity for comparative analysis [22]. 

4.4 Implications for high-stakes environments  

  The Intelligent Management Systems (IMS) project's main goal is to find out how well AI technologies can be 

used to anticipate and stop equipment breakdowns in high-stakes situations. Findings that were directly connected to this 

objective were continuously discovered throughout the study process. Effective techniques for anticipating and averting 

problems in these settings were subsequently developed [24]. These results are regarded as an important contribution to the 

management community and are essential to the significance of the IMS project. The development of a general approach 

for failure prediction in high-stakes situations is one of the IMS project's main conclusions [22]. The development and 

research of prophetic systems for different machines and devices led to the establishment of this technique.  

 

V. LIMITATION AND FUTURE DIRECTION 
 

The link between the possible use of the use of artificial intelligence and the prediction and prevention of failures 

in high-stakes and automotive contexts has been discussed in this study. The extent to which this was entirely feasible was 

constrained, but [11, 22]. The automobile industry's complexity is the primary constraint [22, 26]. It takes a lot of effort to 

concentrate on a wide range of automotive failure while doing a thorough analysis of how AI might apply to each since the 

industry is so diverse and wide-ranging. The failures described were mostly based on racing competitions and races where 

a team may make a potentially disastrous strategic choice. A racing retirement, for instance, is recognized to be nearing the 

end of its operating life and susceptible to breaking at any time owing to a components failure [26]. The kinds of 

predictions made possible by AI are most appropriate for this kind of failure, particularly when it comes to survival 

analysis [26, 27]. Prevention is the best course of action for other kinds of car failure, including a chassis component 

failing due to a poor weld and causing a collision. AI may be able to predict which auto components are more likely to 

break and recommend an alternative before the problem arises [27, 30]. A virtual model of the automobile would be 

required for many of these simulations, which would need sophisticated software that is not yet accessible in AI 

technology [30]. Accurate modelling of the preventive measures is also crucial for prevention simulation [33, 34]. For 

instance, if the AI is unable to precisely predict when a component replacement should take place, there is no use in 

simulating it. Prices and the lives of the crew are at risk, which is the second and more significant constraint [30]. Failure 

entails a loss, and although it was said that preventing failure might avoid a loss [35], risking the preventative technique is 

often impractical [34, 35]. 

 

VI. CONCLUSION 
 

With the use of clever models and algorithms, artificial intelligence can automatically analyse complicated data. 

AI has already shown its ability to improve software testing outcomes. In the near future, AI-driven testing will drive the 

new age of QA labour. It will bring significant value to the assessment outcome, manage and control the majority of the 

testing regions, and provide more accurate findings in a competitive timeframe. 
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 To sum up, the importance of this study is primarily advantageous to manufacturers, everyday drivers, and—

above all—professional drivers and racing teams. As long as the algorithms' sensitivity and specificity are strong, artificial 

intelligence (AI) may be a powerful tool for failure prediction and prevention. The effectiveness of real-time telemetry and 

data capture depends on the speed at which the data is analysed, which is presently impossible with human analysis. When 

AI detects patterns and trends in the data, it can quickly analyse the information and adjust accordingly. In every aspect of 

the automobile industry, safety and performance will be enhanced by the speed at which car breakdowns may be 

anticipated and avoided. It's critical to acknowledge that technology in the automobile sector is always evolving and 

improving. The automobile sector may still be impacted by any new developments and technology created outside of it. AI 

has to keep developing and adapting as automotive technology does. All things considered, the future of automotive failure 

prediction and prevention in high-stakes situations is exciting due to the quick development of AI technology and the 

potential for significant advantages. 
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